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Abstract: “Ambitious People know their H-Factor.”

“Peer Review vs. Metrics” is no longer a valid opposition: the peers know each other’s h-index. The sciences can be considered as reputationally controlled work organizations. However, the mass production of scientific results makes it necessary to use also quantitative measures for quality control. In response, “citizen scientometrics”—e.g., knowing one’s h-index; using Google Scholar—has emerged alongside “professional” metrics. Professional metrics has become a (quasi-)industry.

Both peer review and metrics are affected by ongoing processes of formative meta-evaluation; both have pros and cons. Peer review has been bestowed with the status of “gold standard,” but peer review has also been an elitist and conservative control mechanism which tends to be blind for the error it generates. When one has to choose among the top-candidates in a final round, for example, peer review no longer works: irrational preferences enter the decision-making process. I argue for casting lots among top candidates in the final round.

Scientometric indicators reduce the complexity using a model. Models can always be improved; improving the model may reduce error. Large-scale models such as university rankings, however, are difficult to validate. Correlations among rankings can be low. Furthermore, the indicator industry has its own momentum. For example, scientometric evaluations continue to be benchmarked against the mean of a heavily skewed distribution (e.g., the “mean-normalized citation score”). Classifications generate serious problems at the borders between disciplines. The effects of the modelling on the results can sometimes be estimated.

The trade-off between peer review and metrics can be made the subject of (formative!) meta-evaluation; but the choice remains a politicum.
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Abstract: “Peer review: Still the Least Worst Measure of Research Performance.”

A view of metrics depends on what you are trying to measure. Overall indices such as citation counts can be useful indicators of the activity of a department or research group. The Business and Management REF sub-panel used data on such things as research income and PhD completions, but it interrogated them very closely. In its assessment of outputs it relied on reading the outputs, deploying several mean to calibrate individual sub-panel members' ratings. The aim of the REF was of course to give an overall score for a unit of assessment, not to rate individuals. The more that the focus is on individual performance, the more that [a] peer review of outputs and [b] other measures of scholarly contribution need to continue to be central to an assessment.
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Abstract: “Metrics vs. Peer Review: Time to Bury the Hatchet?”

The extent to which metrics can effectively lead to the assessment of research quality in academic publications is a longstanding matter of argument and debate. Attempts to shift quality assessment procedures to metrics-based approaches are usually resisted – by some academic communities more forcefully than others – in favour of peer review as the flawed, yet preferable means to judge the originality, soundness and intellectual contribution of academic scholarship.

The call for the use of ‘responsible metrics’ as support for peer review in the 2015 report The Metrics Tide, which I was involved in producing, is a testament to the complexity of the debate, and the likely impossibility (at least so far) to develop a faultless system to identify the best research across disciplinary boundaries. As a researcher working interdisciplinary at the intersection of the arts and humanities and social sciences, I will present the case for the importance of peer review in research quality assessment. However, this position acknowledges that peer review is far from a faultless system, and some of its weaknesses - in relation to matters of equality and gender, for example - are often not too dissimilar to those identified with metrics, hence my belief that the call for balance and the combination of diverse strategies for quality assessments that we made in The Metrics Tide remains, at present, the best way forward.
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Abstract: “Time for a more Grown-up Debate about Research Indicators.”

The research community (including all players from researchers to institutions and information providers) currently get lost in endless debate about why quantitative indicators have limitations to support research evaluation – and equally, how peer review is both the ‘gold standard’ and flawed. Instead, we should harness this critique and dissatisfaction to try out new ways of describing and assessing research for it myriad of qualities – using and refining the indicators we currently have and thinking about new ones that can provide true insight into the questions we want to answer.

We want to do research efficiently. We want to incentivise researchers to do the best they can with the resources available. Funding agencies want to allocate their funding to help them to best achieve their objectives. It makes sense therefore to develop a more robust evidence base of what works and what might not– research on research / science of Science. A key part of this is thinking about how best to track, understand and assess research in all its contexts and uses.
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Abstract: “Citations: Peer Review by the World.”

Research at all levels is increasingly subject to formal evaluation. In the UK we have suffered research assessment exercises over many years – indeed, they are probably the single biggest driver of university behaviour. So far, they have primarily been by peer review, said by many to be the “gold standard”. There have been some evaluations of the possibility of using metrics, as well or instead, including the recent “Metrics Tide” report but so far the use of metrics has been fairly marginal. In the 2014 REF, the Business and Management Panel actually said that it did not even want to see citation data.

On the other hand, there are many criticisms of peer review as being subjective, biased, and conservative as well as extremely expensive. At the same time, there are now huge amounts of citation data available in WoS, Scopus and Google Scholar and the discipline of scientometrics is generating ever more rigorous metrics and procedures. Is now not the time when metrics can be used in a major way to ease the burden and provide credible and reliable results that have less, or perhaps just different, biases and weaknesses?

In today’s workshop, we hope to have a lively and engaged debate between scholars from both sides and see whether there is, in fact, a way forward that can gain some degree of agreement.

For my part, I do see the value in metrics, which can be seen as peer review by the whole world, and I present some results based on Google Scholar data and pose the question; does peer review actually produce any added value?
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Abstract: “Why Metrics can (and should?) be Applied in the Social Sciences.”

In this presentation I argue that the traditional assumption that metrics cannot be applied in the Social Sciences might in fact have detrimental consequences for the reputation of our discipline. Based on a comparative study of nearly 150 academics in five broad disciplinary areas, I also show that - when using appropriate data sources and metrics - performance of academics across four of the five disciplines is largely comparable. I therefore conclude that as long we use comprehensive databases - such as Google Scholar and Microsoft Academic - and metrics corrected for career length and co-authorship patterns, metrics can and probably should be applied in the Social Sciences.

Bio:

Anne-Wil Harzing (PhD, Bradford) is Professor of International Management at Middlesex University, United Kingdom. Her research interests include international HRM, HQ-subsidiary relationships, the role of language in international business, and the quality and impact of academic research. She has published nearly 100 refereed journals, articles and books/book chapters, and has been listed on Thomson Reuter's Essential Science Indicators top 1% most cited academics in Economics & Business worldwide since 2007. Since 1999 she maintains an extensive website (www.harzing.com) with resources for international management and academic publishing, including the Journal Quality List and Publish or Perish, a software program that retrieves and analyzes academic citations.
Dr Thed van Leeuwen

Abstract: “Metrics and peer review.”

For me, as a researcher in quantitative science studies, and researcher/analyst in numerous studies in applied bibliometrics, accompanying research assessment procedures, the relationship between research metrics and peer review is on the one hand crystal clear, and on the other hand quite complex.

Simple, as we clearly state that research metrics should better not be used in a stand-alone configuration, and this is a position we have taken for decades now. So in the view of CWTS, and we have stated that several times (Scoping report to the HEFCE, 2007, and The Metrics Tide, 2015), research metrics support and inform peer review, but does not replace peer review. Complex, as it is often difficult to assess to what extent metrics do truly support and inform peers, or that the people judging research performance are not knowledgeable and use research metrics to cover that lack of expertise. Furthermore, peer review and metrics can point into various directions, and the question is how these discrepancies are being dealt with. A next problematic situation relates to the SSH domains, where research metrics do not work, and peer review is the only way of assessing research performance.

Currently, the discussion is on citizen bibliometricianship. A serious risk is here that with respect to research metrics, the attitude is “anything goes!” in this situation, the risk exists that people use research metrics that are not adequate for research assessment purposes. The Internet revolution created a situation in which peer review committee members doing their own inquiries on research metrics, blur their expert perspectives with research metrics of an often dubious quality.
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