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One Line Summary of the Work

Constructing a domain-independent semantic space, in which
entities belonging to the same semantic type are embedded in
domain-independent subspaces.
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Conceptual Spaces in Psychology
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Plausible Reasoning

Undergraduate students are exempt from council tax in the UK

PhD students are exempt from council tax in the UK

Infer via Interpolation

Master’s students are exempt from council tax in the UK
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Automatically Generating Conceptual Subspaces

Conceptual Spaces

Geometric representations of conceptual knowledge, in which,

Entities are represented as points. Jurassic Park
Natural properties correspond to convex regions. Film
Dimensions of the space correspond to features. Scary

large subspace

subspace 2 (1− D)

Subspace 1 Film

Entity : Jurassic Park
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What it all Means?
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Entities in Low Dimensions - Word Embeddings
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Building Blocks of Our Model
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Building Blocks of Our Model
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The Input - Text Data from Wikipedia

Raw Context Information to Build Co-occurrence Statistics

...his bioengineering company, InGen, have created a theme park
called {Jurassic Park︸ ︷︷ ︸

entity

} on Isla Nublar, a tropical Costa Rican

island populated with...

In addition,
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text
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Graph Structure of Wikipedia
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Output

large subspace

subspace 2 (1− D)

Subspace 1 Film

Entity : Jurassic Park
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What Others Have Done So Far?

Word Embedding Models

Word embeddings are vector space representations which are used
to model the meaning of words.

1 Skip-gram model [1] tries to find word vectors that can be
used to predict the probability of seeing a context word, given
an occurrence of the word being modelled

2 The continuous bag-or-words (CBOW) model focuses on the
probability of seeing the word being modelled, given the
occurrence of a context word.

3 The GloVe model [2], we will discuss in detail.
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Amsterdam
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Word Embeddings Example
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Knowledge Graphs
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What Others Have Done So Far?
Knowldege Graph Embedding Models

Knowledge graphs such as Freebase and Wikidata exist as (subject,
predicate, object) collection.

1 SE model [4] entities are represented as vectors. Relation
using two matrices and finding least distance between entities
and relations i.e. triples.

2 TransE model [3] represented relation as a vector and is
suitable for one-to-one-relation.

3 TransH model [5] hyper-plane and the relation vector is
associated with each type.

4 pTransE model [6] uses text content and a knowledge graph.
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Capital-of
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Knowledge Graph Embedding Example
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Knowledge Graph Embedding Example
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Computational Model

Our model is expressed as:

Basic Formulation - A Joint Optimization Model

J = αJtext + (1− α)(Jtype + Jrel) + βJreg

Details

α ∈ [0, 1]

β ∈ [0,+∞[

Jtext control the representation of entities based on their
textual representation

Jtype impose that entities of the same type belong to the same
subspace

Jrel control alignment between subspaces

Jreg regularization component to automatically discover the
low-dimensional subspace representation
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GloVe Model [2]

Formulation

Jtext =
∑
e∈E

∑
tj∈Wei

f (yji )(pei .wj + bi + bj − log(yij))2

Decay Function {
f (yij) =

( yij
ymax

)α
if yij < ymax

1 otherwise

What it does?

This component helps our model position similar entities close
to each other based on the word-word statistical
co-occurrence information.

Discovers salient features as directions in space
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GloVe Constraints

large subspace

subspace 2 (1− D)

Subspace 1 Film

Entity : Jurassic Park
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Subspace Constraints

What it does?

All entities of a given type belong to the same subspace.

Formulation

Jtype =
∑
s∈S

∑
e∈Es

||pe −
n∑

j=0

λe,sj psj ||2

S is the total number of semantic types

Es entities in that semantic type

pe point representation of an entity

λ is the coefficient

psj matrix of other points

n dimension of the space
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Subspace Constraints

large subspace

subspace 2 (1− D)

Subspace 1 Film

Entity : Jurassic Park
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Relation Constraints

Example: Steven Spielberg is the director of Jurassic Park

What it does?

Align subspaces corresponding to different types

Formulation

Jrel =
∑
k∈R

∑
p∈Pe,k

||p −
n∑

j=0

µe,kj qe,kk ||
2 +

∑
p∈Pk,f

||p −
n∑

j=0

µk,fj qk,fj ||
2
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Relation Constraints

large subspace

subspace 2 (1− D)

Subspace 1 Film

Entity : Jurassic Park
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Nuclear Norm Regularization

What it does?

Penalize high-rank subspace matrices

Finds a low-rank solution with features that are sufficient to
describe that subspace

Formulation

Jreg =
∑
s∈S
||Ms ||
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Regularizer Constraints

large subspace

subspace 2 (1− D)

Subspace 1 Film

Entity : Jurassic Park
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Evaluation Tasks - Objective

What we wish to attain?

Ranking: To what extent important features of a given
semantic type can indeed be modelled as directions in the
associated subspace

Induction: Assesses to what extent we can use these
representations to find new instances of a given concept, given
only a few example instances

Analogy Making: Evaluating how well the different
subspaces are aligned

Knowledge graph Embedding: Our main aim in this task is
to evaluate how well different subspaces are aligned
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Evaluation Tasks

Description

Ranking: We obtain numerical features, suitable for ranking
from Wikidata. These numerical values were not considered in
learning the space

Induction: Given a number of entities of the same type which
have some property in common, the task we consider is to
identify other entities that also have this property

Word Analogy: “a is to b what c is to ...”, which is a
standard evaluation task for word embeddings

Link Prediction: Given an entity e and a relation r , the aim
is either to find an entity f such that (e, r , f ) or to find an
entity f such that (f , r , e)

Triple Classification: Judge whether a given triplet (e, r , f )
is correct or not, i.e. whether entities e and f are in relation r
with each other
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Ranking Induction Analogy
ρ MAP P@5 MRR Acc.

Skip-gram 0.155 0.176 0.356 0.505 0.184
CBOW 0.159 0.182 0.350 0.500 0.213

RESCAL 0.081 0.020 0.189 0.423 0.371

TransE 0.110 0.060 0.200 0.451 0.382
TransH 0.142 0.072 0.210 0.415 0.382
TransR 0.100 0.102 0.302 0.489 0.378
CTransR 0.122 0.132 0.323 0.499 0.402

pTransEanch 0.099 0.101 0.301 0.488 0.476
pTransEart 0.202 0.218 0.475 0.751 0.512
pTransEfull 0.213 0.224 0.490 0.756 0.532

EECSfull 0.319 0.231 0.609 0.883 0.591
EECSno rel 0.301 0.229 0.588 0.868 0.552
EECSno type 0.266 0.225 0.585 0.854 0.549
EECSno NN 0.258 0.220 0.581 0.843 0.545
EECStext 0.254 0.218 0.579 0.831 0.540

EECStype-comb 0.312 0.231 0.601 0.883 0.595
EECStype-dist 0.295 0.231 0.585 0.858 0.550
EECSrel-dim 0.309 0.225 0.585 0.859 0.551
EECSrel-dist 0.299 0.225 0.585 0.855 0.549
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Qualitative Results

Table: Five lowest ranked entities for a number of ranking problem
instances.

Population Inception Date of Birth

Malta General Electric Valmiki
Bermuda IBM Jesus Christ
Monaco Hewlett Packard Cleopatra
San Marino Microsoft Ptolemy
Barbados Oracle Corporation Plato

Table: Five highest ranked entities for a number of ranking problem
instances.

Population Inception Date of Birth

China Alphabet Inc. Prince George of Cambridge
India Tencent Holdings Isabela Moner
USA Facebook, Inc. Justin Bieber
Soviet Union Uber Lionel Messi
Brazil Amazon.com Kim Kardashian
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Ordering Entities



Objective Model Overview Related Work Computational Model Evaluation References

Table: Link prediction and Triple classification results.

Models Link Prediction (FB15k) Triple Classification

Mean Rank HITS@10 FB13 FB15k

RESCAL 683 44.1 65.3 71.6

TransE 125 47.1 81.5 79.8
TransH 87 64.4 83.3 79.9
TransR 77 68.7 82.5 82.1
CTransR 75 70.2 - 84.3

pTransEanch 58 84.6 73.3 74.3
pTransEart 55 85.3 75.8 75.5
pTransEfull 51 86.4 76.3 77.4

EECSfull 48 89.7 83.1 89.6
EECSno type 56 84.7 71.2 82.1
EECSno NN 59 82.7 70.1 81.4

EECStype-comb 47 89.9 83.3 89.9
EECStype-dist 54 83.2 81.1 82.1
EECSrel-dim 54 85.1 79.3 88.2
EECSrel-dist 52 85.3 78.8 87.1
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